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Abstract

In industrial practice, the representation of the dynamics of nonlinear systems by models linking their different operating variables 

requires an identification procedure to characterize their behavior from experimental data. This article proposes the identification of 

the variables of a two-shafts gas turbine based on a decoupled multi-model approach with genetic algorithm. Hence the multi-model 

is determined in the form of a weighted combination of the decoupled linear local state space sub-models, with optimization of an 

objective cost function in different modes of operation of this machine. This makes it possible to have robust and reliable models 

using input / output data collected on the examined system, limiting the influence of errors and identification noises.
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1 Introduction
Monitoring and understanding the behavior of gas tur-
bines is an industrial challenge which has, in recent years, 
become increasingly important in most industrial sec-
tors that use these rotating machines. Indeed, this indus-
trial equipment are on a large scale and represent signif-
icant non-linearity's with uncertainties in their modeling. 
They are also subject to several specific faults which vio-
late their observability. This can lead to premature aging 
of the components, or even unacceptable noise and vibra-
tion disturbances. This work is oriented in this direc-
tion to  illustrate and show how, in a monitoring policy, 
the  variables are measured, processed, monitored in the 
form of sub-models and are used for the development of a 
global model of a gas turbine. This work raises one of the 
major problems when looking for a reliable mathematical 
representation for this type of rotating machine.

However, several works have been carried out in  this 
field to overcome the gas turbines modeling issues 
and their use in control and diagnosis [1–11]. In 2020, 
Evans  et  al.  [12] carried out an identification of the 
dynamics of gas turbines using signal analysis tech-
niques in the frequency domain for the purpose of turbine 

control. Amirkhani et al. [13] proposed a nonlinear robust 
fault diagnosis approach for a gas turbine using an adap-
tive threshold approach based on Monte Carlo model-
ing. Also, in 2019, Rossi et al. [14] applied a hybrid sys-
tem for the dynamic simulation of a gas turbine, and 
Colera et al. [15] proposed a numerical diagram for the ther-
modynamic analysis of gas turbines in order to improve 
the efficiency of this type of machine. Hadroug et al. [16] 
have linearized the dynamic of the two-shaft gas turbine 
model around the operating points using turbine input / 
output data. Other works such as Benrahmoune et al. [17] 
and Tahan  et  al.  [18] carried out a system for detect-
ing and modeling the vibrational behavior of a gas tur-
bine based on the approach of dynamic neural networks 
in  real time based on the performance of industrial gas 
turbines. Cuneo  et  al.  [19] and Asgarshamsi  et  al.  [20] 
proposed optimization approaches on gas turbine models 
in a hybrid system taking into account the degradation of 
their components.

The aim of this work is the identification of a nonlinear 
model of gas turbine under constraints, using genetic algo-
rithms with the multi-models' approach (sub-models) in a 
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real operating environment using input / output databases 
of the operating history of the examined turbine, in order 
to ensure proper operation of this rotating machine.

2 Multi-model approach
In the industrial literature, several structures make it pos-
sible to group different sub-models, in order to generate 
the global output of the multi-models. These approaches 
can be distinguished according to their use and their form, 
with the aim of apprehending the nonlinear behavior of 
a system by a set of local models ( i L=1, ), characteriz-
ing the functioning of the system in different operational 
zones [21–23]. Hence, each zone being characterized by 
a sub-model fi , the multi-model approach aims to replace 
the search for a single model F(.) which is often difficult to 
obtain, by the search for a family of sub-models fi (t) and of 
weighting functions μi (ξ(k)), that transition between these 
sub-models. Depending on the evolution area of the non-
linear system, the output of each sub-model contributes 
more or less to the approximation of the overall behavior 
of the nonlinear system, given by [22]:
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With the μi (ξ(k)) are the weighting functions which 
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where ξ is the index variable which depends on the mea-
surable state variables of input or output of the system.

Multi-models have a very good capacity for repre-
senting complex dynamic behaviors in several industrial 
applications and appear to be quite suitable for modeling 
systems from real data from their operation [21, 26, 27]. 
Hence, the contribution of each sub-model is defined by 
the weighting functions, which is based on the decompo-
sition of a complex model into a sub-model that is easier 
to solve, whose individual solutions lead to the resolution 
of the global problem. These multi-models constitute uni-
versal approximations, a nonlinear system can be approx-
imated with an imposed precision by increasing the num-
ber of sub-models [24, 28, 29].

Analytically, three distinct methods can be used to 
obtain a multi-model, by identification if the inputs and 
outputs of nonlinear systems are available, by lineariza-
tion around different operating points or by poly convex 
transformation of local models and functions of activation. 

However, the sub-models can be presented in different 
ways, all giving rise to different classes of multi-models. 
Two large families of multi-models are given in scientific 
literature; multi-models coupled and multi-models decou-
pled. In this work, the multi-decoupled model approach 
will be used for the modeling of gas turbine variables, the 
state representation in this structure assumes that the pro-
cess is composed of local decoupled models and admits 
independent state vectors.

2.1 Decoupled multi-model approach
The problem of non-linear identification of systems is 
reduced to the identification of subsystems defined by 
linear local models weighted by activation functions, as 
shown in Fig. 1. The form of a multi model resulting from 
the aggregation of the sub-models in the form of a decou-
pled state structure, given by the following state represen-
tation [22, 24, 25]:
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Where xi
n∈ℜ  is the state vector of the ith sub-model, 

u m∈ℜ  is the control vector, yi
n∈ℜ  is the vector of mea-

sures, the matrices Ai , Bi , Ci and Di are the state matrices 
of the sub-models, ξ is the index of the weighting func-
tions μi and θ is the parameter vector.

The construction of a multi-model from inputs and out-
puts requires the definition of a multiple model structure 
with the definition of the weighting functions and the esti-
mation of the parameters of the activation function of the 
local models. In particular, in this case the global output of 
the multi-model is given by the weighted sum of the local 
outputs and that each sub-model has its own state space 
and this varies as a function of the control signal inde-
pendently [24, 25].

The transition from one sub-model to the other is ensured 
by on the weighting functions, shown in Fig. 2, corresponds 
to the case of piecewise linear models, in this work weight-
ing functions are of the Gaussian type, given by [30, 31]:
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where ωi (ξ) is a function of the center ci , σ is the disper-
sion common to all the weighting functions. The index-
ing variable ξ will be defined by the input signal, the fuel 
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flow, with the condition given by Eq. (2) must be fulfilled. 
In order to respect the condition given by Eq. (5) the func-
tions ωi (ξ) are normalized and finally the activation func-
tions are calculated by [21, 24]:

µ ξ
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j
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∑
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. 	 (5)

The activation function μi determines the degree of 
activation of the ith local model associates, according to 
the zone where the system evolves, this function indicates 
the more or less important contribution of the model.

The activation function μi determines the degree of acti-
vation of the ith local model associates, according to the 
zone where the system evolves, this function indicates the 

Fig. 1 Structure of a decoupled multi-model system
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Fig. 2 Activation and weighting functions; (a) Weighting function; (b) Activation function
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more or less important contribution of the corresponding 
local model in the global model. Also, it ensures a gradual 
transition from this model to neighboring local models.

For the stability of multi models, it depends on the 
existence of a common, symmetric and definite positive 
matrix, which guarantees the stability of all local mod-
els. These stability conditions can be expressed using lin-
ear matrix inequalities, it is a question of looking for a 
symmetric and definite positive matrix and its associated 
Lyapunov function such that certain simple conditions 
guarantee the stability properties. However, the stability 
of a system represented by Eq. (3) can be verified if there 
is a symmetric matrix definite positive P and the following 
conditions are satisfied [24, 25]:

A P PA i Mi
T

i+ ∀ ∈ …{ } 0 1, , , . 	 (6)

The decoupled multi-model is stable if and only if all 
the sub-models are stable, i.e. the matrix Ai is a diagonal 
block matrix. Therefore, stability is ensured if is only if 
the eigenvalues λi of Ai  are determined.

The construction of a multi-model from system 
inputs and outputs requires multi-objective optimization 
for defining the structure of multiple models, all the objec-
tives are formulated under a set of constraints. Therefore, 
the global model determination can then be considered 
as  a multi-objective optimization problem, namely to 
determine models with decoupled local states is to have 
completely independent sub-models. For this, the tech-
nique of genetic algorithm will be used later to solve this 
problem of multi-objective optimization.

3 Genetic algorithms
The genetic algorithm is a technique of optimization 
and research by imitation of the observed processes and 
based on the principles of genetics and natural selection. 
These algorithms develop a population of candidate solu-
tions, each candidate is a solution, coded in the form of a 
binary chain called chromosome, or the cost of each chro-
mosome is then evaluated using a cost function [32, 33]. 
After the chromosomes have been evaluated, selection 
rules are established so that the best candidate undergoes 
genetic operations such as crossing and mutation.

The cost of the newly produced chromosomes is lower 
than that of the previous generation, they will replace the 
weaker chromosomes. This process continues until the 
termination criteria are met. The cost is the difference 
between the desired output and the actual output, which is 
represented by the global criterion [32–35]:

J
N

y k y kj j j
k

N

= ( ) − ( )( )
=
∑1
1

, .θˆ 	 (7)

Where y kj ,θ( )ˆ  is the output of jth the multi model, yj (k) 
is the jth actual output of the gas turbine and N is the num-
ber of measurements.

This criterion of Eq.  (7) favors a good characteri-
zation of the global behavior of the nonlinear system 
by the multiple models, from which y kj ,θ( )ˆ  is defined 
byEq. (8) [36, 37]:
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hence, θ θ θ θ= [ ]1 2
 L

T  is defined as being the col-
umn vector of the parameters of the multi-model to be 
estimated, which is partitioned into L blocks.

The matrices of the multi model Ai , B, Ci, j and Di, j are 
given by:
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where B is considered as a constant vector in all the 
sub-models, p is the number of outputs to be identified 
in the multi-model.

The outputs to be identified in the multi-model of gas 
turbine system are; the rotation speed of the high pressure 
turbine (HP) and the rotation speed of the low pressure 
turbine (LP), the exhaust temperature of the high pressure 
turbine (T7) and the exhaust temperature of the low pres-
sure turbine (T5). Consequently, all the outputs share the 
same matrix Ai in all the sub-models since B is taken as 
constants. The large number of parameters to find in the 
parameter vector θ, increases the complexity of the multi-
model, which can lead to a gap between the outputs of the 
multi-model and the real outputs, in this work we divide 
the vector of parameter into vector contains the matrix 
parameters Ai L=1,

, given by

θA i i L La a a a= [ ]1 2 1 2
  . 	 (10)

And vectors contain the parameters of Ci L=1,
 and Di L=1,

 
each output given by:

θ j i j i j L j L jC D C C=  , , , ,
.  	 (11)
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This vector division is not only to reduce the complex-
ity of the multi-model but allows us to use limits for the 
parameters search area for each output, however these lim-
its can be used for all parameters or can be used for each 
parameter by a simple loop.

4 Investigations and applications results 
The aim of this section is to present the results obtained 
from the identification of gas turbine model variables 
examined, this identification is based on the use of mul-
tiple models of the turbine optimized by the genetic algo-
rithm. The dynamic behavior of the turbine is identified 
using the fuel flow from the combustion chamber and 
the variation of the air Inlet Guide Vane (IGV), which 
is a function of the ambient pressure and temperature of 
compressor section input as model inputs and outputs con-
sider the rotational speed of the high pressure turbine HP 
(NGP), the rotational speed of the low pressure turbine LP 
(NPT) and the temperatures of HP and LP turbine exhaust 
given by T5 and T7, as shown in Fig. 3. The identification 
method used is based on genetic algorithms with a mech-
anism of natural selection, it combines a strategy for mon-
itoring variations in very strong turbine parameters with 
more information on the model structure. This algorithm 
is used for the identification of model parameters in the 
form of multi-model of the turbine in a reasonable calcula-
tion time depending on its application in real time control 
of this rotating machine.

To analyze the dynamic behavior of a gas turbine, 
a decomposition of the overall model of the turbine into 
three models (L2, L3, L4) is proposed, for the four vari-
ables of turbine output examined. For this, the generation 
of the genetic algorithm comprises three operations which 
are not more complicated than algebraic operations, with 
all the sub-models are indicated in Table 1.

Fig. 4 shows the variation of NGP cost function of the 
rotation speed of the high pressure turbine (HP) in the local 
turbine models and Fig. 5 shows the variation of NPT cost 
function of rotation speed the low pressure turbine (LP) 
in the local turbine models; These cost functions eval-
uate a  set of admissible speeds can involve various fac-
tors, such as the amplitude of the noise and the duration of 
vibration of each speed. It is clear that the variation of the 
cost function decreases when the new generation appears, 
with a global search on 100 inhabitants for 1000  gener-
ations, we notice that the best solution obtained for the 
NGP speed is given by the local model L = 3, and for the 
speed NPT is given by the local model L = 4. Indeed, these 

results obtained show that the difference between the two 
results is small, this is because of, because of the method 
only a global search. 

A small difference in the number of parameters to 
search θ can be considered more or less costly than a large 
number to search θ, we can also identify the vectors θNGP 
and θNPT while the vector θA which contains the parameters 
Ai is taken as a zero vector using the Eq. (11).

The quality of the sub-models obtained suggests real 
possibilities for applying NSGA II multi-objective opti-
mization for optimizing the operations of matrix param-
eters Ai in state vectors θA , which are a function of two 
cost functions NGP and NPT and determine the opti-
mal sub-models of the examined turbine. This is shown 
in Fig. 6, which shows the optimal sub-model parameters 
based on the cost function of NGP versus the cost function 
of NPT for local turbine models. The multi-objective opti-
mization carried out shows that for the local model L = 2 
has the best solution for the cost functions of NPT and 
NGP is (4.613, 0.4776), for the local model L = 3 is (4.437, 
0.6133) and for the local model L = 4 is (5.064, 0.5446). 
The determination of the optimal turbine sub-model fit-
ness examined is carried out by separating the popula-
tion into several groups according to the degree of dom-
ination of each individual, can be simply defined as the 
domain which seeks a balance between the sub-models, to 
improve the overall model quality of the turbine.

The performance of the sub-models obtained perfectly 
follows the dynamic behavior of the turbine and in partic-
ular improves the precision and speed of the genetic algo-
rithm itself by a more refined choice of the initial parame-
ters, by calculations during the evaluation of the objective 
functions of cost function and noise and vibration con-
straints of the machine for each individual, and by tak-
ing into account other constraints related to the interac-
tion of variables of global turbine models. This is clearly 
shown in Figs. 7 and 8. Hence Fig. 7 shows the variation of 
the exhaust temperature cost function of the low-pressure 
turbine (T5) in the local turbine models and Fig. 8 shows 
the variation of the exhaust temperature cost function of 
the high-pressure turbine (T7) in the local turbine mod-
els. To optimize the local sub-models of the global tur-
bine model, the genetic algorithm approach initially gen-
erates a population of solutions of the model parameters, 
after the global model is obtained for each initial solution 
with the calculation of the coefficients of the correlation 
between the turbine system input / output variables, these 
local sub-models obtained are more reliable and robust.
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The results obtained are encouraging because the 
proposed genetic algorithm finds better solutions after 
500 iterations of cost function optimization for the NGP, 
NPT, T5 and T7 given by the local model L = 2 and the 
genetic algorithm is capable of generate enough eligible 

Fig. 3 Multi-model structure applied to the gas turbine

Table 1 Genetic algorithms parameters

Generations 1000

Population 100

Mutation rate 0.15

Selection rate 0.5
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individuals to solve the problem of optimal global turbine 
model, which does not provide better results for the iden-
tification of turbine models.

However, the variation of cost functions increases each 
time that the number of sub-models is increased, it  is 
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Fig. 4 Variation of NGP cost function in local turbine models; 
(a) Variation of NGP cost for L2; (b) Variation of NGP cost for L3; 

(c) Variation of NGP cost for L4

Fig. 5 Variation of NPT cost function in local turbine models; 
(a) Variation of NPT cost for L2; (b) Variation of NPT cost for L3; 

(c) Variation of NGP cost for L4
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because of the number of parameters to be optimized while 
the multi objective optimization to obtain is made with 
respect to NGP, NPT, T5 and T7. This is well shown on the 
results of comparison of multi-model outputs obtained with 
the actual outputs of the turbine in operation. Fig. 9 presents 
the results of comparison of variation of NGP sub-model 
obtained by the genetic algorithm and the actual output with 
the modeling error, we note that the model response obtained 
by the genetic algorithm is the same as the real answer and 
which have similar characteristics. This  obtained sub-
model is adapted to find the parameters corresponding to 
better performance of the overall gas turbine model. Hence, 

Fig.  10 shows a comparison of the results obtained from 
variation of NPT sub-model by the genetic algorithm and 
the actual output with the modeling error, this sub-model 
is tested, in  terms of normalized computation time (ratio 
of the overall calculation time to the calculation time of an 
analysis). The genetic algorithm converges to a local opti-
mum model, while the genetic algorithm reaches an opti-
mum of best value in terms of modeling error.

It can also be noted that the local models can be 
improved easily, without modifying the optimization algo-
rithms. Fig. 11 shows that better results can be obtained 
using the T5 sub-model obtained by the genetic algorithm, 
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Fig. 6 Parameters of optimal sub-models based on the cost function of NGP as a function of the cost function of NPT for local turbine models; 
(a) Parameters of optimal sub-models for L2; (b) Parameters of optimal sub-models for L3; (c) Parameters of optimal sub-models for L4



Aissat et al.
Period. Polytech. Mech. Eng., 65(3), pp. 229–245, 2021|237

validated by the comparison results of variation of and 
the actual output with the modeling error and Fig.  12 
shows the comparison results of variation of sub-model 
T7 obtained by the genetic algorithm and the actual out-
put with the modeling error. These tests have shown that 
this implemented model is able to converge very quickly 

towards an optimal sub-model, by selecting the best gen-
erations of chromosomes encountered among the optimal 
populations. These chromosomes represent the optimal 
values for exhaust temperatures from the low-pressure 
turbine T5 and exhaust temperatures from the high-pres-
sure turbine T7 for minimized cost functions.
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Fig. 7 Variation of cost function of T5 in local turbine models; (a) Variation of T5 cost for L3; (b) Variation of T5 cost for L3; 
(c) Variation of T5 cost for L4
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4.1 Validation and comparison results
The multi-objective optimization method was used to 
determine the local sub-models of output variables from 
the gas turbine. In fact, Table 2 presents the identification 
result and validation cost functions for outputs of multi-
model according to the number of sub-models (L = 2, 3, 4) 
of the gas turbine, as well as the different parameters. 
activation functions. It is obvious that there is a differ-
ence between the outputs for the different sub-models, for 
the NGP and the NPT the sub-model L3 had the mini-
mum cost, with regard to the sub-model L = 4 had slightly 
minimum cost for NPT, but for temperature and turbine 
exhaust T5 and T7 the sub-model L2 had the minimum 
result, then the sub-model L  =  3 and the last one is the 

sub-model L = 4. This is because of the enormous surface 
research done even with the same limits, and for the tur-
bine exhaust temperature.

The results showed a very good precision in particu-
lar for the NGP and NPT sub-models, as it is shown in 
Figs.  13 and 14. Hence, Fig.  13 presents the results of 
multi-objective optimization of function of cost of NGP 
for different local models (L2, L3, L4) and Fig. 14 pres-
ents the multi-objective optimization results of NPT cost 
function for the same local models. These results show the 
decrease in the cost functions for the different sub-mod-
els of the MMGA outputs, compared to the cost functions, 
it is clear that for the cost function of NPT the sub-model 
L2 were the fastest, but is not the lowest with a small dif-
ference compared to the L3 sub-model, for the cost func-
tion of NGP the L4 sub-model was the lowest, but never-
theless in the validation cost it has the highest cost, and 
this is due to a multi-objective optimization which is the 
same case with the NSGA II and for the exhaust tempera-
tures T5 and T7 of the turbine the sub-model L2 is the 
highest with the least cost.

Other sub-models were then constructed by revising 
the choice of variables made during the sensitivity ana-
lyzes, Fig.  15 shows the results of multi-objective opti-
mization of the cost function of T5 for the different local 
models (L2, L3, L4) and Fig.  16 presents the multi-ob-
jective optimization results of cost function of T7 for the 
same local models.

Through these results, the use of genetic algorithms 
could be more effective in identifying the turbine vari-
ables examined, when faced with large combinatorial 
problems of operating data from this rotating machine. 
This genetic algorithm has also made it possible to use 
partial decomposition in turbine sub-models, to improve 
overall model performance in the phase of developing the 
control strategy for this machine, using local sub-models 
of reduced size, on which they guarantee optimal solutions 
for control problems.

5 Conclusion
The practice of monitoring rotating machines requires reli-
able models that describe their dynamic behaviors for the 
development of different control strategies. These models, 
which correspond to representations comprising a set of 
operating parameters, make it possible to characterize and 
perfectly master the operation of the machine. However, 
the use of a linear model is desirable, since this type of 

Fig. 8 Variation of cost function of T7 in local turbine models; 
(a) Variation of T7 cost for L3; (b) Variation of T7 cost for L3; 

(c) Variation of T7 cost for L4
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model has few parameters that are easy to determine, but 
the complexity of industrial gas turbine systems limits the 
use of linear models. For this, several approaches to mod-
eling nonlinear systems have been developed to observe 
the nonlinearity behavior of this type of machine.

In this work, an approach of identification of a nonlin-
ear model of a gas turbine under constraints was presented 
by using genetic algorithms with the approach multi-mod-
els (sub-models), and by exploiting the real data collected 
on the inputs / outputs of the examined turbine. The effi-
ciency of the different sub-models was assessed based on 
fair comparison, between the behaviors modeled using 
the genetic algorithm method and the different real tur-
bine outputs, using the mean square error as the evalua-
tion criterion. Hence, the validation of the best sub-models 
obtained is considered using multi-objective cost function 

optimization for the different local models of the turbine 
system. These practical findings have confirmed the effi-
ciency and robustness of the sub-models' identification 
method for the proposed turbine and offer good perfor-
mance for the global model of this machine. Indeed, the 
determined sub-models characterize with acceptable pre-
cision and with reasonable complexity the behavior of the 
studied turbine and have great flexibility when synthesiz-
ing the regulators for the variables of this rotating machine.
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Fig. 9 Comparison of variation of NGP sub-model obtained by the genetic algorithm and the actual output with the modeling error; (a) Variation of 
NGP sub-model obtained by the genetic algorithm and the actual output; (b) Variation of the modeling error of the NGP sub-model
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Fig. 10 Comparison of variation of NPT sub-model obtained by the genetic algorithm and the actual output with the modeling error; (a) Variation of 
NPT sub-model obtained by the genetic algorithm and the actual output; (b) Variation of the modeling error of the NPT sub-model
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Fig. 11 Comparison of variation of T5 sub-model obtained by the genetic algorithm and the actual output with the modeling error; (a) Variation of T5 
sub-model obtained by the genetic algorithm and the actual output; (b) Variation of the modeling error of the T5 sub-model
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Fig. 12 Comparison of variation of T7 sub-model obtained by the genetic algorithm and the actual output with the modeling error; (a) Variation of T7 
sub-model obtained by the genetic algorithm and the actual output; (b) Variation of the modeling error of the T7 sub-model

Table 2 Obtained results from different sub-models with activation functions

Output Identification Cost NSGAII Validation Cost σ ci

L = 2

NGP 0.5485 0.4776 0.3967

5.0144 [69.978, 73.914]
NPT 5.0767 4.613 3.5112

T5 41.8155
-

42.1249

T7 7.812 9.2101

L = 3

NGP 0.5329 0.6133 0.4907

4.9775 [69,949, 72.199, 73.965]
NPT 5.044 4.437 3.7469

T5 49.8733
-

49.8141

T7 11.0348 14.9600

L = 4

NGP 0.6670 0.5446 0.5695

5.0217 [68.016, 69.998, 72.053, 73.979]
NPT 4.9940 5.064 4.4095

T5 51.5082
-

54.3880

T7 16.0361 13.3343
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Fig. 13 Multi-objective optimization of NGP cost function for different 
local models
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Fig. 14 Multi-objective optimization of NPT cost function for different 
local models
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Fig. 15 Multi-objective optimization of cost function of T5 for different 
local models
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