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#### Abstract

The uninterrupted operation of electric cars requires an adequate number of chargers installed in charging stations. The incoming requests determine the required number of chargers in the station, so it is of utmost importance to have practicable car motion models for planning purposes.

In this paper a stochastic model is proposed to simulate the behavior of a taxi fleet consisting 100 identical cars. Car usage characteristics were extracted from real life measurement data and then synthetic driving cycles were generated by Monte Carlo simulation. The state of charge of every car can be monitored and the number of cars that have to wait for being charged can be determined using the proposed algorithm. Parameters can be varied freely, so the model is adequate for modeling different datasets.
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## 1 Introduction

Electric vehicles (EVs) require recharging, just as cars with internal combustion engines need to be refuelled. However, EVs take longer time to be recharged, so the planning of a charging station requires precise models in order to avoid unwanted and annoying queues and waiting at the very station itself. A deterministic model for such planning purpose does not come into question, as the number of cars is large and they all have different characteristics: driving distances, driving style, consumption, etc. all vary from car to car. Therefore, a stochastic model is required, capable of capturing the relevant features of electric car usage and with which the required number of chargers can be determined.

In this paper we present a stochastic model applied to a taxi fleet, based on real traffic data. Car usage characteristics were extracted from measured GPS trajectories [1,2] and Monte Carlo simulation was used to generate synthetic driving cycles. The stochastic model was implemented in MATLAB.

## 2 The stochastic model

The core of the proposed stochastic model is a Markov-chainlike algorithm that utilizes transition matrices [3]: the probability of transition from a given state to another one is given in every simulation time step (computed using the statistics of the measurement data) and the algorithm computes the state of every car for the next time step according to the actual transition matrix.

Tab. 1. Transition matrix

| state/state | move | park without <br> charging | park and charge |
| :---: | :---: | :---: | :---: |
| move | $\mathrm{a}_{11}$ | $\mathrm{a}_{12}$ | $\mathrm{a}_{13}$ |
| park without <br> charging | $\mathrm{a}_{21}$ | $\mathrm{a}_{22}$ | $\mathrm{a}_{23}$ |
| park and charge | $\mathrm{a}_{31}$ | $\mathrm{a}_{32}$ | $\mathrm{a}_{33}$ |

There are three different states of a car: it can either move, park without charging or park and charge. The transition matrix for a given time interval and for a given car can be seen in Table 1.

For example, $a_{11}$ is the probability that a moving car will be moving in the next time interval as well. The transition matrix is stochastic, that is, the sum of each row is 1 . There are some simplifications regarding the matrix, though: it is assumed that a transition from moving or parking state to charging state never occurs by accident (after all, charging requires a specific location, namely, the charging station), so $\mathrm{a}_{13}$ and $\mathrm{a}_{23}$ both equal to 0 . Similarly, a charging car never stops charging and starts moving by accident, so $\mathrm{a}_{31}$ and $\mathrm{a}_{32}$ also equal to 0 . This means, that $\mathrm{a}_{33}=1$. The rest of the matrix elements were calculated from the measurement data referenced in [1] and [2]. This matrix can be called the „initial transition matrix" (note that this matrix is time dependent: the values are determined for every time step; see Fig. 7).

These values are calculated for every time interval and for every car: this means, that the transition matrix is in fact a 4-D matrix. The first two dimensions contain the transition probabilities that can be seen in Table 1, the third dimension is time and the fourth is the no. of the car (i.e. for every single car, for every time interval there exists a unique transition matrix). The algorithm then overwrites corresponding matrix elements if it is necessary: for example, if a car starts moving, then a travelling time is associated to it (raffled by Monte Carlo simulation) and it will not stop until this travel time is reached up. This means that the elements of the transition matrix have to be overwritten: $a_{11}$ should be 1 and the rest of the elements in the first row should be 0 as long as the car is moving. If the travel time is up, the car stops and its transition matrix for the next time step is restored to the originally determined one. Section 3 gives more details about possible car state transition changes.

### 2.1 Car usage characteristics

The proposed model requires several types of input data: the most important one is the distribution of travel distance and travel time. Our model utilizes travel time instead of distance, so we are going to deal with time in first place. These data were obtained from [1] and [2] by statistical analysis (again, MATLAB was used to extract the necessary statistical parameters). The database contains collected data from 10357 taxis from New York, with more than 15 million GPS coordinates. Taxis were monitored for 7 days.

The ratio of moving cars during a day can be seen on Fig. 1.


Fig. 1. Ratio of moving cars during a day

It can be seen that the ratio of moving cars is relatively small in the small hours, but it continues to increase and sets to a relatively constant value during the day to decrease again in the night. It was not taken into consideration, that the cars are operated for two shifts a day: with that consideration, the ratios are roughly the double of the ones that can be seen on Fig. 1. Similar results were obtained in the case of a Hungarian dataset composed of 50 taxis [4] (unfortunately, the number of cars and the monitored days were too few in the case of this database, so it could not be taken as a representative sample; nonetheless, the behaviour of taxis follows a similar pattern as for the New York taxis):


Fig. 2. Ratio of moving cars, Hungarian dataset

In this case, measurement data from only 6:00 to 18:00 was available.

### 2.2 Fitting of distribution functions

For Monte Carlo simulation purposes, the distribution functions of travel times and travel distances are required (our algorithm does calculations based on time, so we do not deal with travel distances much). According to references [5-18], the distribution of travelled distance is exponential or follows Lévy-distribution. About travel time distribution, the literature says almost nothing, so we tried to fit various types of distributions by using MATLAB, Wolfram Mathematica and Easy Fit StatAssist [19] (this latter allows calculations for datasets with less than 250000 points, so for the large dataset, it was not used). The following figures show the results of the fitting:


Fig. 3. Exponential fitting to the travel distance

The fitting results are the following:

| Distribution: | Exponential |
| :--- | :--- |
| Log likelihood: | $-3.05385 e+006$ |
| Domain: | $0<=y<$ Inf |
| Mean: | 2.64493 |
| Variance: | 6.99563 |
|  |  |
| Parameter Estimate | Std.Err. |
| mu $\quad 2.64493$ | 0.00212576 |

Estimated covariance of parameter estimates: mu
mu 4.51885e-006

Next, we investigated the Lévy-distribution:


Fig. 4. Lévy-fitting to the travel distance

For travel times, we checked - among others - inverse Gaussian and lognormal distributions (the former was seen to best describe the given dataset).


Fig. 5. Exponential fitting to the travel distence

The cumulative probabilities of these two types of distributions can be seen on Fig. 5 and Fig. 6, respectively. They fit well to the original dataset.

The parameter fitting resulted in the following values:

| Distribution: | Inverse Gaussian |
| :--- | :--- |
| Log likelihood: | $-3.14912 e+006$ |
| Domain: | $0<\mathrm{y}<$ Inf |
| Mean: | 6.7781 |
| Variance: | 90.6083 |

Distribution:
Log likelihood:

Mean:
Variance:

Inverse Gaussian .14912e+006
6.7781
90.6083

Parameter
mu
Estimate
Std. Err.
6.7781
0.00768293
lambda
3.43681
0.00392237

## Estimated covariance of parameter

 estimates:|  | mu | lambda |
| :--- | :--- | :--- |
| mu | $5.90274 e-005$ | $-3.87709 e-010$ |
| lambda | $-3.87709 e-010$ | $1.5385 e-005$ |

so $\lambda=3,436, \mu=6,778$, where $\lambda$ is the mean and $\mu$ is the shape parameter. The probability density function of the inverse Gaussian distribution is as follows:

$$
\begin{aligned}
f(x ; \mu, \lambda)= & \left(\lambda /\left(2 \pi \cdot x^{3}\right)\right) \\
& \cdot \exp \left(\left(-\lambda \cdot(x-\mu)^{2}\right) /\left(2 \cdot \mu^{2} \cdot x\right)\right)
\end{aligned}
$$

Next we investigated the lognormal distribution:


Fig. 6. CDF of lognormal fitting to travel time

The parameter fitting resulted in the following values:

| Distribution: | Lognormal |
| :--- | :--- |
| Log likelihood: | $-4.43414 \mathrm{e}+006$ |
| Domain: | $0<\mathrm{y}<$ Inf |
| Mean: | 7.16433 |
| Variance: | 94.9972 |
|  |  |
| Parameter | Estimate |
| mu | 1.44532 |

Estimated covariance of parameter estimates:

|  | mu | sigma |
| :--- | :--- | :--- |
| mu | $6.82194 e-007$ | $-6.84504 e-019$ |
| sigma | $-6.84504 e-019$ | $3.41097 e-007$ |

so $\sigma=1.02, \mu=1.44$, where $\sigma$ is the shape and $\mu$ is the log-scale parameter. The probability density function of the lognormal distribution is as follows:

$$
f(x ; \mu, \lambda)=1 /(x \cdot \sqrt{2 \pi \cdot \sigma}) \cdot \exp \left(-(\ln x-\mu)^{2} /\left(2 \sigma^{2}\right)\right)
$$

### 2.3 Transition probabilities

In the beginning of Section 2, we have already introduced transition matrices, as the core elements of our algorithm. The figures on Fig. 7 present the transition probabilities in a graphical way (some numerical errors can be seen in the small hours (see the pike), but it can be neglected).


Fig. 7. Graphical representation of the transition probabilities

The transition probabilities (i.e. the matrix elements) were extracted from the raw GPS data in the following way: every car got an index of 1 if it was moving in the investigated time interval (based on similar investigations found in the literature [5-18]) a car was considered to be moving if its speed was between $1 \mathrm{~m} / \mathrm{s}$ and $34 \mathrm{~m} / \mathrm{s}$ : values out of this range were rejected) and an index of 0 , if it was parking. By counting the $0 \rightarrow 0$, $0 \rightarrow 11 \rightarrow 0$ and $1 \rightarrow 1$ transitions, we could determine the matrix elements for the given time interval.

### 2.4 Energy consumption

The energy consumption of EVs depends on various factors, such as driving style, use of air-conditioners/heating, etc. To grasp the diversity of car consumption, a statistical approach is required once again: [20] presents consumption data for various electric vehicles and by fitting a distribution function to the dataset, we can conduct Monte Carlo simulations to obtain energy consumption values for every car and for every time interval. EasyFit StatAssist [19] was used for fitting purposes and as it can also rank the fitted distributions in goodness according to the Kolmogorov-Smirnov, Anderson-Darling and Chi-Squared tests, so we could choose from the distributions easier.


Fig. 8. Graphical representation of the transition probabilities Generalized extreme value distribution fitting to consumption

We chose generalized extreme value distribution with parameters $\xi=-0,06923, \sigma=3,0,68, \mu=15,603$ where $\mu$ is the location, $\sigma$ is the scale and $\xi$ is the shape parameter. The fitted curve can be seen on Fig. 8.

The consumption of cars is given in $\mathrm{kWh} / 100 \mathrm{~km}$ in [20], but our algorithm calculates consumption as the ratio of battery capacity, thus some recalculation is needed: if the capacity of the fully charged battery is Cap in kWh , the consumption is $y$ in kWh and the time step is tstep in hours, then the consumed electricity, as the ration of battery capacity is as follows:

$$
1-(\text { Cap }-y \cdot t s t e p) / C a p
$$

that is, after simplification

$$
y \cdot \text { tstep } / \text { Cap }
$$

We supposed that the batteries in our simulation had 22 kWh capacity (this is common for many car types, e.g. Nissan Leaf). By utilizing Monte Carlo simulation, a new consumption value was raffled for every car in every time step.

## 3 How the algorithm works

The algorithm determines the state of a given car in the $(i+1)^{\text {th }}$ time interval from the state in the $i^{\text {th }}$ using the transition matrix: a random number, weighted by the transition probabilities is chosen from numbers 1-2-3 and this number represents the
new state ( 1 is „move", 2 is „park without charging" and 3 is „park and charge"). In queuing theory, multiplication with the transition matrix is used and in fact our algorithm works in a similar way. We have seen the structure of the transition matrix in the beginning of Section 2, now we have to describe the "constrains" that overwrite the original transition matrices when it is necessary:

- If a car has started moving, it will not stop until it has moved as much as the by Monte Carlo simulation raffled time. This means, that the fact, that the car is moving, overwrites the transition matrix of that given car: $\mathrm{a}_{11}$ becomes 1 and the rest of the elements in the first row will be 0 (for easier programming, the entire first column becomes 1 , but it does not matter for the rest of the calculations).
- If the car has moved enough (i.e. the previously by Monte Carlo simulation raffled time is up), it stops. This means, that $\mathrm{a}_{12}$ has to turn to 1 and the rest of the first row elements turn to 0 (again, whole columns are changed, but it does not affect the calculations). After stopping, the car returns to the default state, so its transition matrix in the next time step is again the original, corresponding one, that we have seen in Section 2.3.
- If the state of charge (SOC) of the given car's battery decreases below a given limit ( $30 \%$ in our example), the car has to be recharged. This means that the transition matrix for that time interval has to be overwritten again: elements in the third column turn to 1 , the rest to 0 . However, the car has to get to the charging station, so its SOC decreases further (see Fig. 12).
- If the car is charging, it will not stop this process until it is fully charged. This means, that during charging, the elements in the third column remain 1 , the rest is 0 .
- If a car has to be recharged, the algorithm checks, whether there are any fast or slow chargers (with this priority order) available. If there is no available charger, the car has to wait, so the second column of the transition matrix is set to 1 . This waiting period lasts for only one time step: in the next interval, the algorithm checks again, if there are any free chargers. If yes, the car connects there and begins charging (also, the transition matrix is overwritten again). Waiting is continued in the case no chargers are available.
- If the car has finished charging, it has to leave the station, so we set the car moving by overwriting the first column of the transition matrix with 1 . After that, the car stops and returns to a default state, so the transition matrix is restored to the original, corresponding state.
- Although it was not used in our simulation, but a usage limit of the cars can also be set: we can determine from the statistics how many times a car is likely to be used during a day. If it has been used for that many times, further use is not allowed, only on the next day.


## 4 Simulation results

One of the numerous simulation results we obtained is presented in this section. The input data of the simulation were as follows:

- the number of cars is 100 ;
- the simulation time range is 3 days;
- simulation time step is 5 minutes ;
- battery capacity of all the vehicles is 22 kWh ;
- fast chargers recharge a fully depleted battery in 0,5 hours, slow chargers in 4 hours;
- the number of fast chargers is 20 and the number of slow chargers is 10 .


Fig. 9. Number of cars in different states

Figure 9 shows the number of cars in the different states (moving, parking without charging, parking and charging). It can be seen that the behavior of the cars shows daily periodicity and it is also obvious, that the given number of chargers is inadequate: the red curve reaches its maximum at some time instants.

Figure 10 shows the number of cars that have to wait, because there are not enough chargers in the station.


Fig. 10. Number of cars that have to wait

Waiting times also show daily periodicity. The aim of the simulations is to determine the required number of chargers so that nobody has to wait.

Figure 11 shows how the state of charge of cars (in this example we show only 3 cars) varies during the simulation. We can see that after they are fully charged, the cars leave the station, so the SOC decreases in the next time step (Fig. 12):


Fig. 11. The change of the state of charge of cars during the simulation


Fig. 12. Cars have to leave the charging station, so their SOC decreases


Fig. 13. After reaching the set SOC value, cars have to go back to the station to charge

Figure 13 shows that if a car's SOC falls below the given critical value, it has to go back to the charging station. Meanwhile, its SOC decreases further.

Both the leaving and the approaching of the charging station is supposed to take only one time step: the future work aims to make this assumption more realistic (i.e. it can take not only one time step to get to the station).

## 5 Further work

The proposed algorithm can be upgraded and we plan to do so in the future:

- Leaving and approaching the station should take more than one time step.
- The optimal number of fast and slow chargers has to be determined: given a fix cost of charger installation and an amount of money, we can set up iterative simulations to determine the optimal number of fast and slow chargers.
- Optimization for more than one charging station: cars can go to multiple locations for charging purpose.
- Further statistical analysis to determine the distribution of inter-arrival time and service time: in the view of these data we can set up queuing models (e.g. M/M/c/N or $\mathrm{M} / \mathrm{G} / 1$ or $\mathrm{G} / \mathrm{G} / 1$, depending on the statistical results).


## 6 Conclusions

Based on traffic and consumption data, we created an algorithm that utilizes transition matrices to determine a car's state transition from one time interval to the next. The model is capable of simulating the motion of a taxi fleet composed of electric cars. We can also investigate whether the number of installed chargers in the charging station for these cars is enough to meet the charging needs. The model can be developed further to be able to determine the optimal ratio of fast and slow chargers in the station taking financial aspects also into consideration.
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