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Abstract

Analog-digital converters are inherently nonlinear. Conven-

tional A/D conversion allows no real remedy afterwards. How-

ever, an alternative is to increase the available information by

observing the transition instants, even with a conventional ADC.

Performing the conversion with significant oversampling data

points at threshold level crosses can be used. The values of

these samples are precisely known, assuming histogram test was

executed on the ADC beforehand. For almost constant signals

having too few transition level crossings, dither is added. In-

terpolation is utilized to ensure uniformly sampled data points.

This method reduces the conversion error considerably.
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1 Introduction

Analog-digital converters play a major role in signal process-

ing. Ideally, they would generate samples that unambiguously

correspond to the input signal but real converters suffer of dis-

tortions caused by ADC nonlinearities (integral and differential

nonlinearities), and the finite resolution of the ADC.

The purpose of this paper is to reduce the distortions of

analog-to-digital converters, utilizing a novel method. Conven-

tionally, we are looking for amplitude values at the sampling

instants. In this case we can only know that the signal was in

a given interval (i.e. in a quantization box), but we do not have

any more information. This paper approaches the problem in

an alternative way: time instants are sought at which threshold

level crossings have occurred. Even with a classical ADC, by

significant oversampling the threshold crossing times can be de-

termined with relatively high accuracy, and if the threshold lev-

els are known from preceding histogram analysis, from the pre-

cisely known transition level – sampling instant pairs the origi-

nal signal can be restored more precisely than by conventional

ways.

2 Description of the procedure

The method is based on the idea of so-called asynchronous

A/D converters, described in [3]. The basic idea was that the

original signal can be restored using some comparators that are

set to different comparison levels. At comparison level cross-

ings, the amplitude of the signal is quite precisely known (it

equals to the comparison level of the comparator), and these data

points can be used to restore the original signal (see Fig. 1).

The method described in this paper is quite similar to asyn-

chronous conversion. The fundamental difference is that instead

of comparators a synchronous A/D converter with significant

oversampling is set in to determine the instants of the thresh-

old level crossings. In this way an existing converter can be

improved by significantly reducing its linearity errors.

This way, both time and amplitude values of the samples kept

are precisely known, considering the followings. Due to sig-

nificant oversampling the instants of the level crossings can be

captured with high accuracy. On the other hand, the threshold
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Fig. 1. Illustration of asynchronous A/D conversion

levels can also be exactly known, assuming that the converter

has been calibrated beforehand. This can be performed using

histogram test described in [1]. An implementation of the cali-

bration is given in [2].

Fig. 2. Illustration of the conversion approach

The method is illustrated in Fig. 2. It is clear that the input

signal is significantly oversampled but most of the samples do

not contain any additional information about the input, we only

know that it was somewhere between two threshold levels. But

at code transitions the value of the input signal is quite precisely

known. It follows that using these samples the resolution of the

A/D can be improved. Furthermore, if calibration has been per-

formed, the integral nonlinearity is also compensated because

instead of using the nonlinear digital output value of the con-

verter we can make use of the knowledge of the real threshold

values.

These advantages are indisputable, but we certainly have to

face several issues due to implementation. First of all, the sam-

ples at threshold level crossings are not equally spaced in time,

since transitions can occur any time. On the other hand, having

low frequency or DC signal, the input may not cross threshold

levels enough times so that the input can even theoretically not

be restored. The first problem can be solved by interpolation

and the second one by adding dither to the input. These are de-

scribed in Section 3.

3 Solution of issues caused by novel conversion

3.1 Non-equally spaced samples

As mentioned in the previous section, samples at code transi-

tions are not equally spaced in time. Therefore while utilizing

uniform sampling ensures that we know the time instant of the

sampling (it can be calculated from the ordinal number of the

sample), using this novel approach the time instants of the level

crossings are also to be saved. Furthermore, digital signal pro-

cessing algorithms are mostly expecting uniformly sampled data

while our method does not provide these. The issue is illustrated

in Fig. 3. It has to be mentioned that although the samples after

threshold level crossings are not equally spaced in time, they are

located on the original equidistant time grid since these samples

are a subset of the original samples. For improved accuracy, one

can assume that level crossings occurred half way between two

neighboring samples with different digital output.

Fig. 3. Illustration of non-equally spaced samples

Interpolating the samples with precisely known values can re-

generate data on the original time grid (or to another uniform

grid). The simplest interpolation method is linear interpolation

but we discarded this because of its distortion. A possible solu-

tion for the problem would be utilizing splines. This method fits

low-degree polynomial together so that the function’s derivative

at fitting points is continuous.

Another applicable method which will be applied in this paper

is Lagrange interpolation. This method uses n data points to fit

an (n − 1) degree polynomial to them. During analog-to-digital

conversion a huge number of data points is to be handled. To

have limited computational demand, windowing technique can

be applied. In this e.g. a 4-point window can be used and the

interpolation can be executed for four data points. After that

the middle part is kept and the window is shifted forward (see

Fig. 4.). The interpolated function can be created as the sum of

these parts.

Applying this method does not assure that the derivative of the

interpolated function is continuous, i.e. the function may have

breaks at the joining points but it can still follow the original

Per. Pol. Elec. Eng. and Comp. Sci.78 Balázs Renczes / István Kollár



analog signal with relatively high accuracy.

Fig. 4. Illustration of the windowing technique

3.2 Low-frequency and DC signals

To launch interpolation we need enough data points. When

a low-frequency or DC signal is digitized, often not enough

threshold crosses occur and therefore we will not have enough

samples. What is more, the number of these data points may

not even satisfy the Shannon-theorem, resulting that the original

analog signal cannot be restored.

To ensure a sufficient number of threshold level crossings, a

small-amplitude dither can be added to the analog signal. Tra-

ditionally, dither is utilized to decrease the distortion of quanti-

zation – here this is a new use. In [5] detailed information about

dithers can be found. In this work the aim is to "push" the input

through threshold levels. Regarding the signal to be digitized,

the added dither is a noise which increases error at the digital

side. To avoid this, dither can be subtracted after digitization.

This is the so-called subtractive dither technique. A possible

solution for this is that the dither is generated using a D/A con-

verter. If so, we know the value of it quite precisely. Another

method is that using a two-channel A/D both the sum of the in-

put signal and the dither and the (amplified) dither are digitized.

Several dither types are known. For the purpose of this work

triangular dither seems to be the most appropriate choice since

this has constant steepness (at least the absolute value of the

steepness is constant). This feature is advantageous because if

the steepness were varied, the level crossings would occur more

randomly, i.e. for some parts of the input signal there would be

many and for other parts only a few samples to interpolate.

4 Input signals

As described above, the approach needs oversampling. To

ensure this the frequency band of the input has to be limited.

Therefore it is assumed that the input signal is bandlimited.

For testing, we should create the worst case situation for the

conversion. This is the case at which this approach gives the

highest conversion error. This error originates from the fact that

despite oversampling the exact time instant of the threshold level

crossing cannot be determined and between the level crossing

and the perception of it the input signal may change. Assuming

that the input is significantly oversampled, the amplitude error

can be given as

ea ≈ y′(tcross) et, (1)

where ea and et are the amplitude and timing errors, respectively,

and y is the sum of the input signal and the dither. The worst case

situation for this conversion is an input with highest steepness.

Considering all bandlimited signals having the same power, a

sine wave with the frequency of the bandlimit has the greatest

power density at bandlimit frequency (since all the power of the

sine concentrates at this frequency). Derivation in time domain

is equivalent with multiplication by jω in frequency domain.

For other bandlimited signals the power density is "smeared" be-

tween 0 and the bandlimit. Since the spectrum is multiplicated

by jω, at frequencies lower than the bandlimit the power den-

sity spectrum components are multiplied by lower values than

the component at the bandlimit frequency. As a result, a sine

with the bandlimit frequency has the maximum-power deriva-

tive among bandlimited signals.

Let us briefly consider an example. Maximum (average)

steepnesses of bandlimited noise and sine wave with the same

power will be compared.

a. Bandlimited noise in frequency band (−B, B) with standard

deviation σ. The variance is σ2, the power spectral density

(PSD) is σ2/(2B) (its integral gives back σ2) (see Fig. 5a).

b. A sine wave of frequency B has the same power as the noise

with amplitude A =
√

2σ .

We can now calculate the powers of the derivatives (that is,

the variances):

Pwhitenoise,derivative =

∫ ∞

−∞

∣∣∣S whitenoise,derivative( f )
∣∣∣ d f =

=

∫ B

−B

σ2

2B
(2π f )2 · d f =

4π2B2σ2

3
(2)

and

Psine,derivative =

∫ ∞

−∞

∣∣∣S sine,derivative( jω)
∣∣∣ dω =

=
(2πB)2A2

2
= 3Pwhitenoise,derivative. (3)

The example shows that the power of the derivative of the maxi-

mum frequency sine wave is higher than that of the same-power

bandlimited white noise in the same frequency band.

As a result, sine with the bandlimit frequency has
√

3 times

the average steepness of the bandlimited white noise. Similar

analysis proves that among same-power bandlimited signals,the

maximum-frequency sine wave has the maximum-power deriva-

tive.

On the other hand, a sine wave seems to be an appropriate

choice for a test signal, since after conversion the error of the

digitized signal wave can easily be determined e.g. by using LS

sine wave fit.
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Fig. 5. Power density spectrums of bandlimited

noise (a) and sine (b)

5 Parameter settings for measurement

For the measurement the analog-digital converter myDAQ of

National Instruments (resolution 16 bit, input range ±2 V , max-

imum sampling frequency 200 kHz) was used.

The RMSE (root mean square error) of digitizing a sinusoidal

input without dither addition can be calculated, considering the

followings. The maximum derivative value is 2π fxAx, where x

refers to the sine wave. Since the derivative function of a sinu-

soidal function is cosinusoidal, the effective value of the deriva-

tive is
√

2π fxAx. We know that the code transition occurred

between two sampling instants. Assuming that the timing er-

ror is uniformly distributed between −TCLK/2 and TCLK/2 it can

be calculated as
TCLK

2
√

3
. Using Eq. (1) we can now calculate the

RMSE value which is

1
√

6
π fxAxTCLK ≈ 0.41π fxAxTCLK (4)

We can also determine how many threshold level crossings oc-

cur during a sampling period. Or, inversely, a code transition

occurs after how many sampling periods on average. Keeping

the former value low is of importance because when the input

signal changes too fast then restoring the signal with high accu-

racy is not possible. The maximum number of level crossings is

given by Eq. 5. [6]

nmax =
∆ymax

LS B
=

2πAx
fx

fCLK
+ 4Ad

fd
fCLK

LS B
(5)

where d refers to the dither. To keep this value low only the 8

most significant bits of the 16 bit ADC were used. The given

nmax is roughly independent of the input signal, if the slew rate

of the dither is much higher than that of the sine.

The sampling frequency may be set to be maximum (200

kHz). If the input signal is sinusoidal, then it has a sufficient

number of threshold level crossings, so no dither has to be added

to execute the method. With frequency of 500 Hz and amplitude

of 0.5 V the maximum threshold level crossings can be com-

puted using Eq. (5) : nmax = 0.5027 . This means that after min-

imum 1.99 sampling periods a transition occurs. Using these

settings the RMSE value can also be determined using Eq.(4) :

RMS Etheoretical =
LS B

9.75
(6)

The PQN-model (Pseudo Quantization Noise Model) states

that the quantization noise can be considered as white noise,

which is uniformly distributed between −LS B/2 and LS B/2.

The PQN-model is described in details in [5]. In the model

RMSE is LS B

2
√

3
. Using the novel approach and the given param-

eter settings RMSE can be reduced to about the third of it (see

Eq.(6).).

6 Verification by measurement

With the given settings a measurement can be carried out. If

dither is also added to ensure adequate number of level cross-

ings, two channels of the ADC is to be used. The first channel

samples the sum of the dither and the sine wave, while the sec-

ond one samples the dither itself. To ensure that summing of

the two signals does not affect the measured value of the dither,

an operational amplifier is added to the circuit. Measurement
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Fig. 6. Measurement settings

settings can be seen in Fig. 6. Properly choosing the value of re-

sistors R1 and R2 allows measuring the dither with higher preci-

sion in channel one, while in the sum of the two signals only the

divided part of the original triangular signal appears. As men-

tioned in Section 5, the sine wave has sufficient slope, thus in

this measurement the use of the dither was not necessary.

The method is illustrated in Fig. 7. In this the threshold levels

were counted as the average of the two codes before and after

transition. The figure shows that the interpolated signal follows

the sinusoidal form much better than the usual staircase func-

tion.

Fig. 7. Comparison of samples of a sine wave measured with traditional

ADC and reconstructed samples with the proposed method

To compensate the nonlinearities of the ADC, the method was

also executed with threshold levels given by the histogram test.

After the measurement LS sine wave fit was carried out to check

the quality of the conversion. The RMSE of the signal’s fit

equals to LS B
11.64

which is even lower than the theoretical value,

but it is to be mentioned that error given in Eq. (6) is calculated

only for data points that were interpolated and the interpolation

itself reduces the error on average. RMSE can also be given

only for the interpolated data points and it equals to LS B
9.30

which

is now close to the theoretical value.

7 Conclusions

It has been shown that by significant oversampling and inter-

polation, the nonlinearities of an A/D converter like finite res-

olution and integral nonlinearity can be considerably reduced.

Unlike conventional conversion during this novel approach only

data points are kept that were recorded at threshold level cross-

ings. The advantage of the method is that for these data points

the amplitudes can be determined precisely if the calibration of

the converter had been performed beforehand. In this way, the

analog signal can be restored with higher accuracy than by con-

ventional ways. The method compensates for the integral non-

linearity of the converter. Furthermore, the resolution of the A/D

is enhanced, as well.
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