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Abstract

The incidence of road accidents in Poland and Hungary has been on a downward trend annually, a pattern that is also evident globally.
Although the recent pandemic has impacted these statistics, the total remains alarmingly high. Consequently, it is crucial to implement
all possible strategies to reduce this figure further. This article aims to project future road accidents in Poland and Hungary. To achieve
this, we analysed yearly statistics regarding road accidents in the two nations. Utilising data from the Polish Police and the Hungarian
Central Statistical Office, we made forecasts from 2024 to 2030. Several selected neural network models were employed for this
predictive analysis. The findings indicate that we can anticipate a continued stabilisation in the number of road accidents. Several

factors, including the rising number of vehicles on the roads and the development of new highways, influence this trend. Additionally,

the chosen sizes for the sample sets (learning, testing, and validation) play a significant role in the results obtained.
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1 Introduction

Road accidents are events that result in damage to prop-
erty, as well as injury or loss of life to other motorists.
According to the World Health Organisation (WHO),
approximately 1.3 million individuals lose their lives in
traffic accidents each year. On average, road incidents lead
to a 3% loss in GDP for countries worldwide. These acci-
dents are recognised as the primary cause of death among
children and young adults aged 5 to 29 [1]. The United
Nations General Assembly aims to halve fatalities and
injuries from traffic collisions by 2030.

The extent of a traffic collision plays a crucial role in
assessing its severity. Accurately estimating the severity of
accidents is vital for authorities to develop effective traffic
safety regulations to prevent incidents and mitigate inju-
ries, fatalities, and property damage [2, 3]. Identifying the
critical factors influencing accident severity is essential
before implementing measures to reduce and prevent it [4].
Singh et al. [S] present a multi-node Deep Neural Network

(DNN) framework designed to predict various levels of
injury, death, and property damage, allowing for a thor-
ough and precise evaluation of traffic accident severity.

Accident statistics can be sourced from several chan-
nels, typically compiled and analysed by government offi-
cials through relevant agencies. Data is collected from
various outlets, including hospital records, insurance
company databases, and police reports. The transporta-
tion sector then analyses this data on a broader scale [6].

Intelligent transportation systems are currently the
most significant sources of information for analysing and
forecasting traffic incidents. This data can be processed
through vehicle GPS devices [7]. Additionally, roadside
vehicle detection systems continuously monitor and record
information about moving vehicles, including their speed,
traffic volume, and vehicle type [8]. Another method to
gather extensive traffic data over a specified period is
through license plate recognition systems [9].
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Social media also serves as a potential source of infor-
mation regarding traffic and accidents; however, the reli-
ability of such data may be compromised due to the inex-
perience of the individuals reporting the information [10].

To ensure that accident data is useful, working with var-
ious data sources and validating this information appropri-
ately is essential. The analytical outcomes can be signifi-
cantly more precise by integrating multiple data sources
and consolidating diverse traffic accident statistics [11].

Vilaca et al. [12] conducted a statistical analysis to eval-
uate the severity and establish a connection between traf-
fic participants and accidents. The study's findings suggest
enhancing the standards of traffic safety regulations and
implementing additional traffic safety measures.

In another study, Bak et al. [4] performed a statistical
examination of traffic safety in a specific region of Poland,
focusing on the number of traffic accidents as a key indica-
tor for researching their causes. This study utilised multi-
variate statistical analysis to investigate the safety factors
associated with individuals responsible for accidents.

The choice of accident data sources for analysis depends
on the specific traffic issues being investigated. By inte-
grating statistical models with supplementary data from
real-world driving scenarios or information gathered from
intelligent traffic systems, the effectiveness of accident pre-
diction and prevention can be significantly improved [13].

Numerous methods for predicting the frequency of traf-
fic accidents can be found in the literature. Time series
approaches [14, 15] are among the most commonly utilised
techniques for estimating accident frequency. However,
they have limitations, including the inability to evaluate
the accuracy of forecasts based on previous predictions
and the frequent presence of autocorrelation in residu-
als [16]. For instance, Prochazka et al. [17] employed a
multi-seasonality model for their forecasting, while Sunny
et al. [18] utilised the Holt-Winters exponential smoothing
method. A notable drawback of these methods is that they
do not allow exogenous variables in the model [19].

Another critical metric is the number of accidents
per 10,000 inhabitants (NRA). In 2023, Poland recorded
20,936 road accidents with a population of 37.6 million.
By applying the relevant data to the established equation,
we find that there were 5.57 road accidents per 10,000
inhabitants in Poland that year. Conversely, Hungary expe-
rienced 14,452 road accidents with a population of 9.6 mil-
lion, resulting in 15.05 road accidents per 10,000 inhabi-
tants—a rate that is three times higher than that of Poland.

NRA = @-10000 M
NI
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where:
* NR - number of road accidents
* NI - number of inhabitants.

Utilising the data mentioned above, the authors formu-
lated predictions regarding the incidence of road accidents
in both Poland and Hungary. To achieve this, neural net-
works were employed as a forecasting tool to estimate the
number of accidents occurring.

2 Materials and methods
Each year, a significant number of road accidents take place
on highways and streets. In recent years, the pandemic has
led to a decrease in the overall number of road accidents,
which influences the accuracy of the forecasted values.
However, despite this temporary reduction, road incidents
remain alarmingly high. Given this situation, it is crucial
to implement all necessary measures to decrease these fig-
ures and identify the types of roads where the highest fre-
quency of accidents is likely to occur (see Figs. 1 and 2).
Selected neural network models have been utilised to
predict the number of road accidents in Poland [20, 21]
and Hungary [22]. Here are some key points about this
method [23].
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Fig. 1 Number of road accidents in Poland between 1990 and 2023 [20, 21]
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Fig. 2 Number of road accidents in Hungary between 1990 and 2023 [21]
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* Imitation of Human Brain Behaviour: Neural net-
works are designed to mimic the way the human
brain processes information, which can enhance
their predictive capabilities.

 Structure of Neural Networks:

It comprises nodes that include inputs, weights,
variances, and outputs.

+ Typically organised in multiple layers, the first
layer contains data from various sources like
images, numbers, text, or audio.

* Training Process:

It involves processing thousands of inputs to
help the network learn and draw conclusions.

+ The optimal weights for the network are deter-
mined using software like Statistica, which
influences the accuracy of predictions.

* Artificial Neurons:

* The basic units of neural networks function
similarly to biological neurons.

* They have multiple inputs and produce a single
output, similar to the operation of biological
neurons' operation.

* Role in Artificial Intelligence:

* Neural networks are fundamental to the
advancement of Al, focusing on creating mod-
els that can exhibit intelligent behaviour, such
as generalising knowledge.

This approach to accident prediction leverages the
strengths of neural networks to analyse complex data and
improve forecasting accuracy.

There are several uses for neural networks. This includes,
for instance, systems that let users watch web series on
demand and use past-watching data to identify a user's most
comparable movie interests. Neural networks may also
assist the Google Translate platform's text translation feature
or show items customised for each bidder in online auctions.
Forecasting, including the frequency of traffic accidents,
is another use for neural networks [24-27].

A neural network model predicts the number of traffic
accidents in the counties under study. The benefit of this
method is that it simulates how the human brain works.
A neural network comprises nodes with inputs, weights,
variations, and outputs.

The Statistica software and its artificial neural network
modules adjusted the ideal weights throughout the test-
ing process. A multilayer perceptron (MLP) neural net-
work including layers of hidden neurons was employed for
prediction. In the examined situations, the middle layer's

number of neurons varied from two to eight neutrons,
whereas the output layer's single neutron represented the
time series output values of the number of traffic inci-
dents. The model and its parameters determine the predic-
tive outcomes of the approaches discussed. The predictive
quality measure was computed using the following predic-
tion errors derived from Eqs (2)—(7).
* ME — Mean error

1 n
M= 511 @
i=1
¢ MAE — Mean absolute error

1 n
MAE=;;|Y,.—YP| ?3)

* MPE — Mean percentage error

1Y =Y
MPE=—)——2~ Q)
* MAPE - Mean absolute percentage error
1 &% -7
MAPE = —»" ®)
nis Y

* SSE — Error Sum of Squares

1 2
SSE = /;;(x—yp) ©)

« M? - Theila measure

Zmz(g ;jp) 0

M’ =
where:
* n— length of forecast horizon,
» Y —the observed value of road accidents,
* Y- projected value of road accidents.

Neural network models with the lowest mean per-
centage error and mean absolute percentage error were
employed to forecast the frequency of traffic accidents
in the future.

3 Results

To forecast the annual number of road accidents in Poland,
data from the Polish Police from 1990 to 2023 were
used [20, 21], while for Hungary, they were taken from the
Hungarian Central Statistical Office [22]. In both cases,
the research was carried out in Statistica software, assum-
ing two random sample sizes:
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1. teaching 70%, testing 15% and validation 15%. with the following number of learning networks: 20, 40,
2. teaching 80%, testing 10% and validation 10%, 60, 80, 100, and 200, for which the error value was mini-
mal (Table 1-4).

Table 1 Summary of neural network learning for the case of random sample size, teaching 70%, testing 15% and validation 15% for Poland

= . a = s _
é g % o :i‘%o E‘ £ :?g %ﬂg 5 é % = .% = Errors
2 £5 TE §% S5 EE ES I £
o = [P =} O = = = =
28z ©2 02 9% 33 & 2 2° ME MAE  MPE MAPE  SSE Theil
20 11\4;“? 097 098 099 B?gs SOS  Tanh Logistic ~ 932.03 237497 2.85%  6.69% 274776 4.56E-03
20 IIVISLI; 097 098 099 BFfS SOS  Linear Logistic ~ 664.14 2092.80 3.19%  6.46% 2667.94 4.30E-03
20 ]1\/[2L]; 097 098 0.99 BFfS SOS Exponential Exponential 116874 2119.69 3.23%  5.69% 2657.54 4.26E-03
20 11\%_}1) 096 097 099 BFfS SOS Exponential  Linear 181506 289174 2.84%  7.52% 355121 7.61E-03
20 11\43Ll: 097 097 099 Bzgs SOS  Tanh Logistic 111377 238770  3.25%  6.64% 280232 4.74E-03
40 ]1\/[7L]13 097 098 099 BFgGS SOS Exponential Exponential ~ 837.43  2001.24 277%  5.68% 2484.15 3.72E-03
40 11\43LI; 097 098 099 BFBGS SOS Exponential Exponential 90941  2052.58 2.80% 5.71%  2526.15 3.85E-03
40 11\4;}1) 097 096 099 BF7GS SOS  Logistic  Logistic 111051 227994 3.35%  6.40% 2764.05 4.61E-03
40 11\/[8”1) 097 096 099 BFSGS SOS  Logistic  Exponential 1483.15 236370  4.57%  6.80% 292792  5.17E-03
40 11\43Ll: 096 095 0.99 BFSGS SOS  Logistic  Exponential 1035.60 259023 3.60%  7.73%  3048.65 5.61E-03
60 ﬂ“_ﬁ) 097 097 099 BF7GS SOS  Tanh Logistic ~ 103148 237794 3.10%  6.68% 277229 4.64E-03
60 11\47L1; 097 097 099 BFSGS SOS  Tanh Logistic ~ 777.04 241530 217%  6.63% 2763.52 4.61E-03
60 ]1\/[2L]; 097 097 099 BF9GS SOS Exponential  Logistic 110993 2233.82  3.17%  6.12% 271575 4.45E-03
60 11\4;11) 097 097 099 Bﬁgs SOS  Tanh  Exponential 1090.27 2283.83 3.28% 6.40% 2721.35 4.47E-03
60 11\%_1; 097 098 099 BFSGS SOS Exponential Exponential 1071.39 198771  3.83%  5.94%  2590.07 4.05E-03
80 11\45L]; 097 097 099 BF7GS SOS  Tanh Logistic  1040.10 240410 3.15%  678% 279623 4.72E-03
80 11\48LI; 097 098 099 BFISS SOS Exponential  Logistic ~ 1023.90 221706 3.03%  6.15% 266145 4.27E-03
80 11\431{ 097 098 099 BF7GS SOS Exponential  Logistic 80165 223947 248% 6.27% 2623.54 4.15E-03
80 11\/[7”1) 097 096 099 BF7GS SOS  Logistic  Logistic 97870 242695 2.68%  6.63% 2851.96 4.91E-03
80 11\47”13 097 098 099 BFSS SOS Exponential  Logistic ~ 873.08 223749 2.54%  6.16% 2638.93 4.20E-03
100 11\%}1) 097 098 099 BFISGS SOS Exponential  Logistic ~ 1021.62  2260.14 2.99%  6.25% 268897 4.36E-03
100 MEP 007 097 099 BFOS g0 Logistic  Logistic 110850 240226 324%  6.69% 281942 4.80E-03

1-5-1 6
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Table 1 Summary of neural network learning for the case of random sample size, teaching 70%, testing 15% and validation 15% for Poland (continued)

= — — g — & [SER=1 = o

2 25 25 2% 52 5E 52 zE Z3

3 E 2 Q&8 9= 9% S5 & 2< 2 ME MAE  MPE MAPE  SSE Theil

=)

100 11\%_1; 097 098 099 BFl(l}S SOS  Logistic  Exponential 909.58 232020 293%  6.65% 2707.86 4.43E-03
100 1;2“; 096 095 0.99 BF7GS SOs Tanh Logistic 111415 242631  4.15%  743% 300579 545E-03
100 1;/[2”: 097 097 099 BFBGS SOS Tanh Logistic ~ 894.03  2347.67 2.83% 6.67% 2720.34 4.47E-03
200 11\%[1) 096 096 0.99 BFgGS SOs Tanh Logistic ~ 644.88 248032 222%  715% 281419 478E-03
200 11\’[6”; 097 096 0.99 BF7GS SOS Tanh Logistic 77095 233009 2.51%  6.64% 2702.56 4.41E-03
200 1;/[3”1) 097 097 099 BFlgS SOS  Logistic Logistic 97077 234701 297%  6.61%  2750.08 4.56E-03
200 11\42u]’ 095 092 099 BF;}S SOS  Logistic  Exponential 31955 265715 032%  7.61% 303578 5.56E-03
200 11\%_1; 097 097 099 BF6GS SOS Tanh Logistic ~ 1200.19 235637 3.63%  6.66% 2816.40 4.79E-03

Minimal 319.55 1987.71  0.32%  5.68%

2484.15  3.72E-03

Table 2 Summary of neural network learning for the random sample size, teaching 80%, testing 10%, and validation 10% for Poland
VRO NC N T awg = Errors
8 3 g =8 £ %D = ';% E £ 5 -2 Actvation Activation
EE 25 SE 5% 52 55 52 (hidden (output)
o = 0 = 5] =
z8 7z Q92 02 O0F5 32 T4 ME ~ MAE  MPE MAPE  SSE  Theil
20 Ilv_ISL_I; 0.96 099 1.00 BFgGS SOS Logistic Linear 42240 183032 0.90%  5.12%  2362.11 3.37E-03
20 l]v_l;_ll) 0.96 099 1.00 BFSGS SOS Linear Tanh 420.05  2152.64 0.39%  6.51% 2773.07 4.64E-03
20 11\/1;4}1’ 0.96 099 1.00 Bl;g}s SOS Tanh Logistic 702.37  1986.10  2.31%  5.57%  2455.03 3.64E-03
20 Il\/-lgL-]: 0.96 099 1.00 BF6GS SOS Linear Tanh 32674 213077 0.17%  6.45%  2734.11 4.51E-03
20 l]V_lfI;Il’ 0.96 099 1.00 BF6GS SOS Logistic Tanh 265.62  1759.88  0.80%  4.63% 229449 3.18E-03
40 11\/_ISL_11’ 0.96 099 1.00 BFSGS SOS Tanh Exponential 154471 253920 6.27%  8.23% 330044 6.57E-03
40 ]1\/_[51‘_}1) 096 099 1.00 BF6GS SOS Linear Tanh 180.47 235528 0.72%  731% 299443 5.41E-03
40 11\/.1;.11) 0.96 099 1.00 BF6GS SOS Linear Tanh 184.52  2325.08 1.67%  7.28% 293477 5.20E-03
40 ll\i%_ll) 0.96 098 1.00 BF4GS SOS Logistic Logistic 72512 204617 3.35%  6.03% 2699.40 4.40E-03
40 11\4;11’ 0.96 099 1.00 Bl;ng SOS Logistic Tanh 397.20  1761.51  1.05%  4.76%  2339.08 3.30E-03
60 Il\/_I;_Il‘ 095 098 1.00 BFSGS SOS Logistic =~ Exponential ~ 46.12  2638.20 0.89%  7.75%  3021.27 5.51E-03
60 MLP 0.96 099 1.00 BFGS SOS Linear Tanh 381.15 262538 2.79%  8.41%  3359.27 6.81E-03

1-6-1 5
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Table 2 Summary of neural network learning for the random sample size, teaching 80%, testing 10%, and validation 10% for Poland (continued)

E g g g % %\D % g % ';g %Dg g é Activation  Activation Frrors
g E g : 5 éﬁ/ 5 E 8 E E T% = E (hidden) (outpuo ME MAE MPE MAPE SSE Theil
60 I;i[é_f; 095 098 1.00 BFSGS SOS Logistic Logistic 1436.54 260598  2.62%  6.58%  3107.29 5.83E-03
60 11\/_[31,_:}1) 095 098 1.00 BF7GS SOS Tanh Tanh 225.51 2181.93 1.10%  6.66%  2827.63 4.83E-03
60 ll\i[él_li 095 099 1.00 BF7GS SOS  Exponential Logistic 231.31 2206.35  0.69%  598%  2657.70 4.26E-03
80 Ilv_[;_i) 096 099 1.00 BF;?S SOS Logistic Tanh 63.00 2068.87 0.35%  6.24%  2669.34 4.30E-03
80 l]\/_l?l’_:fl’ 096 099 1.00 BFfS SOS Linear Tanh 261.75 2325.06  0.42%  7.18% 295741 5.28E-03
80 11\/_[;_113 096 098 1.00 BF7GS SOS Logistic Linear 553.25 220541  2.23%  6.74%  2759.02 4.59E-03
80 ]1\/-[2[,-}1’ 095 098 1.00 BF6GS SOS Tanh Logistic 81.51 2328.80 041%  6.55%  2719.89 4.46E-03
80 I]vgd_l]) 096 099 1.00 BFSGS SOS Linear Tanh 159.97 237417  0.82%  7.38%  3018.42 5.50E-03
100 11\/{7L_11) 096 099 1.00 BF7GS SOS Linear Tanh 573.15 2175.01  0.84%  6.54% 2792.33 4.71E-03
100 11\/-[2L-f1’ 095 099 1.00 BFgGS SOS Tanh Logistic 33446  2310.29 1.71%  6.79%  2726.36  4.49E-03
100 Ilv_ISL_I; 096 099 1.00 BFSGS SOS Linear Tanh 180.96  2441.21 1.90%  7.72%  3101.83 5.81E-03
100 ll\/_l;_fl’ 096 099 1.00 BF7GS SOS Linear Tanh 573.25 217478  0.84%  6.54% 279198 4.70E-03
100 ll\ili-li 096 099 1.00 BFSGS SOS Linear Tanh 100.84 2331.11 091%  7.25%  2967.66 5.32E-03
200 Il\/-lgL-Fl’ 096 099 1.00 BF6GS SOS Tanh Tanh 380.18  2350.66 2.18%  7.47%  3034.06 5.56E-03
200 l]\/_l;_,_f]’ 096 098 1.00 BF7GS SOS Tanh Linear 265.66  2300.27 1.76%  7.12%  2877.84 5.00E-03
200 11\/_[;1; 096 099 1.00 BFzGS SOS Tanh Tanh 1932.17 274439 4.08%  6.86% 3486.86 7.34E-03
200 ]1\/_[312}1) 096 098 1.00 BF7GS SOS Logistic Tanh 38.54 196949  0.44%  5.51%  2441.32 3.60E-03
200 11\11(_1: 095 098 1.00 BFSGS SOS Logistic Logistic 704.60  2296.70  1.35%  6.17%  2731.82 4.50E-03
Minimal 38.54 1759.88  0.17%  4.63% 229449 3.18E-03
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Table 3 Summary of neural network learning for the case of random sample sizes, teaching 70%, testing 15% and validation 15% for Hungary

ML NECT PN %,g o £ = Errors
g 2 Sﬂé £.E £ %D = E £ 52 Activation  Activation
£ZE Z:2 EE 5% 22 55 52 (hiddem  (outpuy
28 z5 Qg o2 0% 32 & ME ~ MAE MPE MAPE SSE  Theil
~ < =
D
20 MLP E § 2 BFGS SOS Logistics Tanh 735.32  2020.68 0.06 0.12 2253.39  0.00345
713 2 g 2
[
2 S =
20 MLP § 3 § BFGS SOS Tanh Linear 841 2105.03 0.07 0.13 2346.47  0.00389
1-8-1 1> * =Y 1
= S S
~ — “
o0 Ne) NS
20 MLP § E,. 2 BFGS SOS Logistics Linear 839.58 2133.13 0.07 0.13 2379.01 0.143
1-2-1 > " =N 1
S =) <
@ S 3
20 MLP E \E § BFGS SOS Tanh Linear 848.28  2077.29 0.07 0.13 2314.38 0.149
61 & & 2 1
S S <)
2 2 19
20 MLP % § § BFGS SOS Linear Tanh 832.85 2099.73 0.07 0.13 2340.63  0.00439
EAT - S S-S
(=] (=) (=)
— S| Q
I5Y — =
40 MLP 2 2 % BFGS SOS Exponential  Logistics 441.78 1926.46  0.04 0.11 217596  0.00345
1-5-1 o) v >N 2
< S S
3 @ 19
40 11\47LI; €z 2 BFIGS SOS Exponential  Logistics ~ 823.89  2129.56 006 013 237544  0.00389
=/= [*)) v
= S g
¥ 3 -
40 MLP @ E § BFGS SOS Tanh Tanh 823.74 2079.99 0.06 0.13 2318.05 0.143
41 5 & &1
(= [« [
2 N 19
g0 MPomoom 8 BEGS o0 pogistics Tanh 50173 184568 004 011 207312 0.149
71 % & 8 2
S = S
MLP & & S BFGS
40 = 3 2 SOS Tanh Tanh 121.61 1704.1 0.02 0.1 1975.69  0.00439
1-5-1 = v =N 2
(=) (=)
S 2 2
60 ll\g“li = a2 g BFlGS SOS Exponential Exponential  831.66  2130.07 007 0.3 237568  0.00345
-8- X "
= S g
2 2 “
60 MLP % § 5 BFGS SOS  Exponential  Logistics 800.67 2115.37 0.06 0.13 2359.95  0.00389
171 % % R 1
=] o o
[*a) — O
< (=] =~
60 11\4;}1’ g 8 Z BFIGS SOS Exponential Exponential ~ 823.18 212611  0.06 013 237142  0.143
=J- v (=)
g S S
) = g
MLP %) 0 — BFGS . .
60 ® o~ % SOS  Exponential  Logistics 687.35  2056.46  0.06 0.12 2298.92 0.149
1-6-1 >N o) >N 2
(=] (=) [
g 2 3
MLP 3 BF . ..
60 1-6-1 § 3 § 1GS SOS  Exponential  Logistics 796.49 2117.05 0.06 0.13 2362.14  0.00439
-0- [*)) v
S S <
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Table 3 Summary of neural network learning for the case of random sample sizes, teaching 70%, testing 15% and validation 15% for Hungary (continued)

oo 2B s s B WE = Errors
s 2 5"5’ = £ E%D =E §§ 5 -2 Activation  Activation
ZE £5 SE 5% S2 5% 52 (hidden (output)
o =2 O = o =
28 z7 Qg oS OF 32 & ME ~ MAE MPE MAPE SSE  Theil
& & g
MLP « I =N BFGS . .
80 1321 =t 2 2 ) SOS  Exponential Exponential — 815.79 2103.11 0.06 0.13 2345.05  0.00345
=J- (@) e}
S S g
I < <
MLP S & 2 BFGS . .
80 12-1 Q a % | SOS  Exponential Exponential  818.76 2095.63 0.06 0.13 2336.11  0.00389
L= Vel [*))
g S S
@ a
mMep 2 8 2 BFGS : .
80 = 2 = SOS  Exponential Exponential  824.95  2119.26 0.06 0.13 2363.41 0.143
15102 3R 1
S S
s & o~
S
80 ];/[;4}; § 2 § BFlGS SOS  Exponential  Logistics 832.26 2125.18 0.07 0.13 2370.03 0.149
=/= (@)
S 2 e
s 8 8
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Table 4 Summary of neural network learning for the case of random sample sizes, teaching 80%, testing 10% and validation 10% for Hungary
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Table 4 Summary of neural network learning for the case of random sample sizes, teaching 80%, testing 10% and validation 10% for Hungary (continued)
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Based on the research findings, the incidence of road
accidents in Poland is expected to stabilise over the next
few years. However, there may also be a slight rise in acci-
dents occurring on Polish roads. The results are contingent
upon the selection of the random sample size. The average
percentage error can be reduced by increasing the propor-
tion of the training set relative to the test and validation sets.
Specifically, when using a training set comprising 70%, a test
set of 15%, and a validation set of 15% (in a 70-15-15 ratio),
the error rate was recorded at 5.68%. In contrast, when the
proportions were adjusted to 80-10-10, the error decreased
to 4.63%. These results are influenced by various factors,
notably the growing number of vehicles on Polish roads and
the impact of the pandemic in recent years (see Fig. 3).

From the research findings, it can be inferred that the
frequency of road accidents in Hungary is likely to stabi-
lise in the upcoming years, although there could also be
a slight uptick in the number of accidents on Hungarian
roads. The chosen random sample size influences the out-
comes. Increasing the training set's proportion relative to
the test and validation sets can minimise the average per-
centage error. For instance, with a training group consist-
ing of 70%, a test group of 15%, and a validation group
of 15% (in a 70-15-15 distribution), the recorded error
was 0.095%. Conversely, when the proportions were set to
80-10-10, the error dropped to 0.042%. These findings are
affected by several factors, particularly the rising number
of vehicles on Hungarian roads and the ongoing impact of
the pandemic in recent years (refer to Fig. 4)

4 Conclusions
Neural networks were employed to forecast the number
of accidents in Poland and Hungary, with the research
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Fig. 4 Projected number of road accidents for 2022-2030 in Hungary

conducted within the Statistica environment. The pro-
gram optimised the weights utilised in the analysis to
minimise both the mean absolute error and the mean
absolute percentage error.

The findings suggest that we can anticipate stabilising
the number of road accidents, with a slight increase in both
examined countries. This trend is primarily influenced by
the growing number of vehicles on the roads and the ongo-
ing pandemic. The calculated forecast errors indicate the
reliability of the models applied.

Based on the forecasts generated, it is essential to imple-
ment measures to reduce the incidence of road accidents fur-
ther. Such initiatives could include enforcing stricter fines for
traffic violations on Polish roads, effective January 1, 2022.
The pandemic, which significantly altered accident statis-
tics, has undoubtedly impacted the research results obtained.

In future studies, the authors intend to consider additional
factors that influence accident rates and employ various sta-
tistical methods to estimate the number of road accidents.
Potential factors for consideration may include traffic vol-
ume, weather conditions, the age of the accident perpetrator,
and exponential methods for predicting accident numbers.
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